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## Introduction

The goal of this pedagogical article is to describe for IT engineering researchers and master course students main mathematical operations with matrices and linear operators used in quantum computing and quantum information theory. These operations are defined in the framework of linear algebra and therefore for their understanding there is no need to introduce physical background of quantum mechanics.

Matrices have been the subject of much study, and large bodies of results have been obtained about them. In this article we introduce main definitions of matrix theory and study the interplay between the theory of matrices and the theory of orthogonal polynomials. Interesting results have been obtained for Krawtchouk polynomials and also for generalized Krawtchouk polynomials. More recently, it was obtained conditions for the existence of integral zeros of binary Krawtchouk polynomials. Also it was obtained properties for generalized Krawtchouk polynomials. Other generalizations of binary Krawtchouk polynomials have also been considered. Generalized some properties of binary Krawtchouk polynomials to q-Krawtchouk polynomials, derived orthogonality relations for quantum and q-Krawtchouk polynomials and showed that affine q -Krawtchouk polynomials are dual to quantum q -Krawtchouk polynomials. In this paper, we define and study a generalization of Krawtchouk polynomials, namely, $m$-polynomials [1-4].

Definition of a partial matrix. A partial matrix is an array in which some entries are specified, while the remaining entries are free to be chosen (from a certain set).

We make the assumption throughout that all diagonal entries are prescribed.
Definition of a completion of a partial matrix. A completion of a partial matrix is the conventional matrix resulting from a particular choice of values for the unspecified entries.

The completion obtained by replacing all the unspecified entries by zeros is called the zero completion and denoted $A_{0}$.

A matrix completion problem asks which partial matrices have completions with a given property.
Definition of totally positive (nonnegative)/negative matrices. A matrix $A$ is called totally positive/negative $(\mathrm{P} / \mathrm{N})$ if all the minors of $A$, of all orders are positive/negative.

A square matrix $M$ is called $P$-matrix if all principal minors of $M$ are positive, where a principal minor of a square matrix $M$ is the determinant of a principal sub-matrix that is formed by arbitrary rows and the corresponding columns of $M$.

Example. Let

$$
M=\left(\begin{array}{ccc}
1 & 0 & -2 \\
-3 & 4 & 0 \\
5 & -1 & 6
\end{array}\right)
$$

Considering $\operatorname{det}(1)=1, \operatorname{det}(4)=4, \operatorname{det}(6)=6$,

$$
\operatorname{det}\left(\begin{array}{cc}
4 & 0 \\
-1 & 6
\end{array}\right)=24, \operatorname{det}\left(\begin{array}{cc}
1 & -2 \\
5 & 6
\end{array}\right)=16, \operatorname{det}\left(\begin{array}{cc}
1 & 0 \\
-3 & 4
\end{array}\right)=4, \operatorname{det} M=58,
$$

we see that all principal minors of $M$ are positive. Therefore, $M$ is a $P$-matrix.
The set of all $P$-matrix is denoted as $\mathbf{P}$. $\mathbf{P}$ properly contains two important subclasses of matrices.
First, $\mathbf{P}$ properly contains all positive definite matrices, where $M$ is called positive definite if $x^{T} M x>0$ for all $x \in \mathbb{R}^{n}, x \neq 0$. We denote the set of all positive definite matrices by PD.

Second, $\mathbf{P}$ properly contains all H-matrices with positive diagonal entries, where $M$ is called H-matrix if the comparison matrix $M=\left(c_{i j}\right)$ defined by

$$
c_{i j}=\left\{\begin{aligned}
&\left|m_{i j}\right| \text { if } i=j \\
&-\left|m_{i j}\right| \quad \text { if } i \neq j
\end{aligned}\right. \text {, }
$$

is a $P$-matrix.
We denote the set of all H -matrices with positive diagonal entries by $\mathrm{H}^{+}$. If all off-diagonal elements of $M \in \mathbf{H}^{+}$are non-positive (negative), then $M$ is called a K-matrix (usually, such a matrix is also called an $M$-matrix, see below).

Example. For the special case that $M$ is symmetric and all off-diagonal elements of $M$ are nonpositive, the following holds:

$$
M \in \mathbf{P D} \Leftrightarrow M \in \mathbf{H}^{+} .
$$

In general, however, $\mathbf{P D} \nsubseteq \mathbf{H}^{+}$and $\mathbf{P D} \nsupseteq \mathbf{H}^{+}$.
Definition of Z-matrix. The square matrices whose of-diagonal entries are nonpositive are called Zmatrices. Using the definition of Z-matrix is possible define the Fan product.

Example. Let $A$ and $B$ be Z-matrices. The Fan product $C=A \odot B$ is defined as follows:

$$
c_{i j}=\left\{\begin{array}{c}
a_{i i} b_{i i} \text { for all } i=j \\
-a_{i i} b_{i i} \text { for all } i \neq j
\end{array} .\right.
$$

Definition of comparison matrix. The comparison matrix $M(A)=\left[m_{i j}\right]$ of a given complex matrix $A=\left(a_{i j}\right)$ is defined by $m_{i j}=\left|a_{i j}\right|$ if $i=j$ and $m_{i j}=-\left|a_{i j}\right|$ if $i \neq j$ and that $A$ is an H-matrix if $M(A)$ is an (invertible) $M$-matrix.

Thus, the Fan product of two Z-matrices is really the comparison matrix of their Hadamard product.

For a square matrix $B$ we let $\rho(B)$ the spectral radius of $B$ and, for $k=1,2, \ldots, n$, let $\rho_{k}(B)$ denote the maximum radius of all $k \times k$ principal submatrices of $B$. It is well-known that, if $B \geq 0$, then $0 \leq \rho_{1}(B) \leq \cdots \leq \rho_{n-1}(B) \leq \rho_{n}(B)=\rho(B)$ and that the latter inequality is strict if $B$ is irreducible.

For $s=0,1, \ldots, n$, let $L_{s}$ denote the real $n \times m$-matrices which have the form:

$$
A=t l-B,
$$

where $B \geq 0$ and $\rho_{s}(B) \leq t<\rho_{s+1}(B)$ (here, for completeness, $\rho_{0}(B)=-\infty$ and $\left.\rho_{n+1}(B)=+\infty\right)$. These matrices form a partition of the Z-matrices and the familiar (invertible) $M$-matrices (matrices of the form $A=t l-B$ where $B \geq 0$ and $t>\rho(B))$ are properly contained in the class $L_{n}$.In fact, $L_{n}$ is precisely the class of general $M$-matrices (as mentioned above, matrices of the form: $A=t l-B$, where $B \geq 0$ and $t>\rho(B)$ ). We let $\mathbf{K}$ denote the invertible $M$-matrices and $K_{0}$ the general $M$-matrices. Since a Z-matrix is in $L_{k}$ only iff all of its principal minors of order $k$ or less are in $K_{0}$, we see that if $A$ is in $L_{s}$, then $C=A \odot B$ is in $L_{s}$ where $m \geq \min \{s, t\}$.

The definition of the Perron complement and its interrelation with Schur complements. Let $A=\left(a_{i j}\right)$ be an $n \times n$ matrix, and $\alpha, \beta$ be nonempty ordered subsets of $\langle n\rangle:=\{1,2, \ldots, n\}$, both consisting of strictly increasing integers. By $A[\alpha, \beta]$ we shall denote the submatrix of $A$ lying in rows indexed by $\alpha$ and columns indexed by $\beta$. Similarly, $A(\alpha, \beta)$ is the submatrix obtained from of $A$ by deleting the rows indexed by $\alpha$ and columns indexed by $\beta$. If, in addition $\alpha=\beta$, then the principal submatrix $A[\alpha, \alpha]$ is abbreviated to $A[\alpha]$, and the complementary principal submatrix is $A(\alpha)$. For any $n$-vector, $x$ and $\alpha \subset\langle n\rangle$, we let $x[\alpha]$ denote the subvector of $x$ whose coordinates are indexed by $\alpha$.

Let $\beta \subset\langle n\rangle$. If $A[\beta]$ is nonsingular, then the Schur complement of $A[\beta]$ in $A$ is given by

$$
S(A / A[\beta])=A[\alpha]-A[\alpha, \beta](A[\beta])^{-1} A[\beta, \alpha],
$$

where $\alpha=\langle n\rangle \backslash \beta$. Schur complements have been well studied for various classes of matrices, including: positive definite, M-matrices, inverse M-matrices, and total negative (TN) matrices. In particular, it is known that the classes of positive definite, M-matrices, inverse M-matrices are all closed under arbitrary Schur complementation.

Remark. In particular, if $A$ is a nonsingular M-matrix, then (all) its Schur complements are M-matrices. If, however, $A$ is inverse of an M-matrix, then again, as is well known all its principal submatrices are invertible and the inverse of its Schur complements are M-matrices by virtue of their being principal submatrices of $A^{-1}$. The inverse of the principal submatrices of $A$ are M-matrices because they are Schur complements of $A^{-1}$.

Meyer (in "Uncoupling the Perron eigenvector problem" // Linear Algebra and Its Applications, 1989, Vol. 114/115, No1, pp. 69-94) introduced, for $n \times n$ nonnegative and irreducible matrix $A$, the notion of the Perron complement.

Again, let $\beta \subset\langle n\rangle$ and $\alpha=\langle n\rangle \backslash \beta$. Then the Perron complement of $A[\beta]$ in $A$ is given by

$$
\begin{equation*}
\mathrm{P}(A / A[\beta])=A[\alpha]+A[\alpha, \beta](\rho(A) I-A[\beta])^{-1} A[\beta, \alpha] \tag{1}
\end{equation*}
$$

where $\rho(\cdot)$ denotes the spectral radius of a matrix.

Recall that as $A$ is irreducible and nonnegative, $\rho(A)>\rho(A[\beta])$, so that the expression on the righthand (1) is well-defined.

Useful properties of $\mathrm{P}(A / A[\beta])$ : (i) The first is that $\rho(\mathrm{P}(A / A[\beta]))=\rho(A)$; (ii) The second is that if $A$ is row stochastic, then so is $\mathrm{P}(A / A[\beta]) \geq 0$.

Observe that the matrix $(\rho(A) I-A[\beta])^{-1}$ is an inverse M-matrix (by the definition).
If $A$ is an inverse of an irreducible M-matrix, then its Perron complements are (also) inverses of Mmatrices.

A slight extension of the notion of the Perron complement. For any $\beta \subset\langle n\rangle$ and for $t \geq \rho(A)$, let the extended Perron complement at $t$ be the matrix:

$$
\begin{equation*}
\mathrm{P}_{t}(A / A[\beta]):=A[\alpha]+A[\alpha, \beta](t I-A[\beta])^{-1} A[\beta, \alpha] \tag{2}
\end{equation*}
$$

which continues to be well-defined since $t \geq \rho(A)>\rho(A[\beta])$.
Interrelation with Schur complements. The Perrron complements of $A$ are inverses of M-matrices and the inverses of associated principal submatrices of $A$ are "sandwiched" between the inverses of the Perron complements of $A$ and the inverses of the corresponding Schur complements of $A$. The extended Perron complement at $t, \quad \mathrm{P}_{t}(A / A[\beta])$, is an inverse of an M-matrix and the following relation: $\left(\mathrm{P}_{t}(A / A[\beta])\right)^{-1} \leq(A[\alpha])^{-1} \leq(S(A / A[\beta]))^{-1}, \quad$ where, $\quad$ as $\quad$ before, $\quad \alpha=\langle n\rangle \backslash \beta$, with $\left(\mathrm{P}_{t}(A / A[\beta])\right)^{-1} \quad$ being an entry-wise increasing matrix in $[\rho(A), \infty)$ for which $\lim _{t \rightarrow \infty}\left(\mathrm{P}_{t}(A / A[\beta])\right)^{-1}=(A[\alpha])^{-1}$. We can thus view the M-matrix $(A[\alpha])^{-1}$ as separating between the Mmatrices $\left(\mathrm{P}_{t}(A / A[\beta])\right)^{-1}$ and $(\mathrm{S}(A / A[\beta]))^{-1}$.

The situation is slightly more subtle for TN-matrices.
Definition of sparse matrix. A matrix is sparse if the number of its zero elements is much less than the size of the matrix itself.

Definition of reducible and irreducible matrices. Let $A=\left(a_{i j}\right)$ be a $(0,1)$-matrix of order $n$ and let $I_{n}$ denote the set $(1,2, \ldots, n)$. For given subsets $\alpha$ and $\beta$ of $I_{n}$, let $A[\alpha, \beta]$ be the submatrix of $A$ consisting of all rows numbered $\alpha_{i}, \alpha_{i} \in \alpha$, and all columns numbered $\beta_{i}, \beta_{i} \in \beta$.

Matrix $A$ is said to be reducible if there exist nonempty subsets $\alpha, \beta$ of $I_{n}$ such that:

$$
\alpha \cap \beta=0, \alpha \cup \beta=I_{n}, A[\alpha, \beta]=0
$$

Otherwise, A is irreducible.
Equivalently, $A$ is reducible if there exists a permutation matrix $P$ such that: $P A P^{T}=\left(\begin{array}{cc}B & 0 \\ C & D\end{array}\right)$ where $B, C$ and $D$ are square matrices.

Remark. Matrix $A$ is the adjacency matrix of a digraph (directed graph) $G$ with $n$ vertices and $d$ arcs. $A$ is irreducible iff its digraph is strongly connected. A primal subgraph of $G$ is the graph obtained from $G$ by deleting one vertex, say $i$, and all the arcs going out from $i$ or into it. The adjacency matrix corre-
sponding to this primal subgraph is the principal submatrix $A_{i}$ of $A$ obtained by deleting row and column $i$ of $A$.

Example. For a given $(0,1)$-matrix $A=\left(a_{i j}\right)$ of order $n$, satisfying $a_{i i}=0, i=1,2, \ldots, n$, we denote by $s_{i}^{0}(A)$ and $s_{i}^{1}(A), i=1,2, \ldots, n$, the number of the off-diagonal 0 's and 1 's, respectively, in the union of row and column $i$ of $A$, and by $s(A)$ we denote the total number of 1 's in $A$. Obviously,
$s_{i}^{0}(A)+s_{i}^{1}(A)=2(n-1), i=1,2, \ldots, n, s(A)=\frac{1}{2} \sum_{i=1}^{n} s_{i}^{1}(A)$.
If $s(A) \geq[n(n-1) / 2]+1$, then there exists at least one irreducible principal submatrix $A_{i}$ of $A$. If all the principal submatrices of $A$ are reducible, then: $s_{i}^{0}(A) \geq n-1, i=1,2, \ldots, n$.

Indeed, let

$$
A=\left(\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

Thus, $A$ is reducible, but all $A_{i}$ are reducible.
Definition of spectral radius of a matrix. The spectral radius of an arbitrary real matrix $A$, denoted $\rho(A)$, is defined to be: $\rho(A) \stackrel{\Delta}{=} \max \{|\lambda|: \lambda$ is an eigenvalue of $A\}$. According to Browne's theorem, $\rho(A) \geq \sigma_{\min }(A)$, where $\sigma_{\min }(A)$ is the minimum singular value of $A$. The lower bounds are as follows:

$$
[\rho(A)]^{2} \geq \sigma_{\min }^{2}(H)-\sigma_{\max }^{2}(S)+2 b^{2},[\rho(A)]^{2} \geq \sigma_{\min }^{2}(S)-\sigma_{\max }^{2}(H)+2 a^{2},
$$

where $H$ and $S$ are the Hermitian and skew-Hermitian parts of $A, \sigma_{\max }(X)$ represents the maximum singular value of $X$, and $\alpha=a+j b$ is an eigenvalue of $A$ such that $\rho(A)=|\alpha|$.

Example. The spectral radius of a symmetric, positive semidefinite matrix of rank $m$ is

$$
\rho(A) \geq \frac{1}{m}|\operatorname{Tr}(A)|+\sqrt{\frac{1}{m(m-1)}\left(\|A\|_{F}^{2}-\frac{1}{m} \operatorname{Tr}^{2}(A)\right)},
$$

where $\|A\|_{F} \stackrel{\Delta}{=} \sqrt{\sum_{i, j} a_{i, j}^{2}}$ is the Frobenius norm of $A$. If $A$ is a real matrix such that rank $(A) \geq 2$, then for $\operatorname{Tr}\left(A^{2}\right) \leq \frac{1}{m} \operatorname{Tr}^{2}(A): \rho(A) \geq \sqrt{\frac{\operatorname{Tr}^{2}(A)-\operatorname{Tr}\left(A^{2}\right)}{m(m-1)}}$.

If $\operatorname{Tr}\left(A^{2}\right) \geq \frac{1}{m} \operatorname{Tr}^{2}(A)$, the

$$
\rho(A) \geq \frac{1}{m}|\operatorname{Tr}(A)|+\sqrt{\frac{1}{m(m-1)}\left(\operatorname{Tr}\left(A^{2}\right)-\frac{1}{m} \operatorname{Tr}^{2}(A)\right)} .
$$

If $\operatorname{rank}(A)=2$, then both are equivalent.
If $A$ skew-symmetric then $\rho(A) \geq \sqrt{\frac{3}{m(m-1)}}\|A\|_{F}$.
We introduce the operation definitions of four matrix products, namely the Kronecker, Hadamard, Tra-cy-Singh and Khatri-Rao products, and then give the definitions of several equalities the Trace-Singh and Khatri-Rao products.

Types of matrix products. Firstly, we repeat the definition of standard matrix product. In this case the product of matrices $C=A B$ is defined correctly by the condition that the number of columns of matrix $A$ is equal to the number of rows of matrix $B$.

T1. Standard matrix product. For matrix $A=\left(a_{i j}\right)$ of order $m \times p$ and matrix $B=\left(b_{k l}\right)$ of order $p \times n$ the standard matrix product in linear algebra is defined as following: $C=A B$, where $c_{i j}=\sum_{k} a_{i k} b_{k j}$ and $i=1,2, \ldots, m ; j=1,2, \ldots, n$.

Remark. In more general case the number of columns of matrix $A$ can be not equal to the number of rows of matrix $B$. For these cases must be defined another types of matrix products.

T2. Kronecker, Hadamard, Tracy-Singh and Khatri-Rao type products. Let us consider matrices $A=\left(a_{i j}\right)$ and $C=\left(c_{i j}\right)$ of order $m \times n$ and $B=\left(b_{k l}\right)$ of order $p \times q$. Let $A=\left(A_{i j}\right)$ be partitioned with $A_{i j}$ of order $m_{i} \times n_{j}$ as the $(i, j)$-th block sub-matrix and let $B=\left(B_{k l}\right)$ be partitioned with $B_{k l}$ of order $p_{k} \times q_{l}$ as the $(k, l)$-th block sub-matrix $\left(\sum m_{i}=m, \sum n_{j}=m, \sum p_{k}=p, \sum q_{l}=q\right)$.

The four another matrix products of $A$ and $B$ are defined in Table 1 as follows.

Table 1: Matrix product's types

| N | Definition of matrix product |
| :--- | :--- |
| 1 | Hadamard product: $A \odot C=\left(a_{i j} c_{i j}\right)_{i j}=\left(a_{i j} c_{i j}\right)$, <br> where $a_{i j}, c_{i j}$ and $a_{i j} c_{i j}$ are the $i$-th scalar elements of $A=\left(a_{i j}\right), C=\left(c_{i j}\right)$ and $A \odot C$, respec- <br> tively, and $A, C$, and $A \odot C$ are of order $m \times n$. |
| 2 | Kronecker product: $A \otimes B=\left(a_{i j} B\right)_{i j}=\left(a_{i j} B\right)$, <br> where $a_{i j}$ is the $i j$-th scalar elements of $A=\left(a_{i j}\right), a_{i j} B$ is the $i j$-th sub-matrix of order <br> $p \times q$ and $A \otimes B$ is of order $m p \times n q$. |
| 3 | Khatri-Rao $($ column wise Kronecker $) p r o d u c t: ~$$\circledast B=\left(A_{i j} \otimes B_{i j}\right)_{i j}=\left(A_{i j} \otimes B_{i j}\right)$, |
| where $A_{i j}$ is the $i j$-th sub-matrix of order $m_{i} \times n_{j}, B_{i j}$ is the $i j$-th sub-matrix of order $p_{i} \times q_{j}$, |  |
| $A_{i j} \otimes B_{i j}$ is the $i j$-th sub-matrix of order $m_{i} p_{i} \times n_{j} q_{j}$ and $A \circledast B$ is of order $r \times s\left(r=\sum m_{i} p_{i}\right.$ |  |
| and $\left.s=\sum n_{j} q_{j}\right)$. |  |$\quad$| Tracy-Singh product: $A \boxtimes B=\left(A_{i j} \boxtimes B\right)_{i j}=\left(\left(A_{i j} \otimes B_{k l}\right)_{k l}\right) l_{i j}=\left(A_{i j} \boxtimes B\right)$, |
| :--- |
| with $A_{i j} \boxtimes B=\left(A_{i j} \otimes B_{k l}\right)$, where $A_{i j}$ is the $i j$-th sub-matrix of order $m_{i} \times n_{j}, B_{k l}$ is the $k l$-th |,


|  | sub-matrix of order $p_{k} \times q_{l}, A_{i j} \otimes B_{k l}$ is the $k l$-th sub-matrix of order $m_{i} p_{k} \times n_{j} q_{l}, A_{i j} \boxtimes B$ is |
| :--- | :--- |
| the $i j$-th sub-matrix of order $m_{i} p \times n_{j} q$ and $A \boxtimes B$ is of order $m p \times n q$. |  |

Thus the operations $\{(\cdot), \odot, \otimes, \circledast, \boxtimes\}$ define standard, Hadamard's, Kronecker's, Khatri-Rao's and Tracy-Singh's products, correspondingly.

Remark. The definition of Tracy-Singh product is to place $A \boxtimes B_{k l}=\left(A_{i j} \boxtimes B_{k l}\right)$ as the $(k, l)$-th block sub-matrix of $A \boxtimes B$. For a non-partitioned matrix $B$, their Tracy-Singh product $A \boxtimes B$ is $A \otimes B$. The new definition advocated above of the Tracy-Singh product is different and is given by Liu (1999) in such a way (similar to that the right Kronecker product is defined): $A_{i j} \boxtimes B=A_{i j} \otimes B_{k l}$ is located as the $(i, j)$-th block matrix. In fact, the theorems to be presented in the sequel remain the same for the two definitions, which link each other, of the Tracy-Singh product.

Example. For non-partitioned matrices $A$ and $B$ both $A \boxtimes B$ and $A \circledast B$ yield the Kronecker product. For $C=\left(c_{i j}\right)$ where $c_{i j}$ is a scalar, we have

$$
C \boxtimes B=\left(c_{i j} \boxtimes B\right)_{i j}=\left(\left(c_{i j} \otimes B_{k l}\right)_{k l}\right)_{i j}=\left(c_{i j} B\right)_{i j}=C \otimes B \text { and } C \circledast B=\left(c_{i j} B_{i j}\right),
$$

which can be viewed as a generalized Hadamard product.
The following connection between the Kronecker's and Hadamard's products is observed by Faliva: $J^{T}(A \otimes C) K=A \odot C$, where $A$ and $C$ are the same order $m \times n$, in general; $J$ is the $m^{2} \times m$ selection matrix and $K$ is the $n^{2} \times n$ selection matrix.

The case, where $J=K$ with $m=n$ is correlated with well-known several matrix Kantorovitch-type inequalities.

Let us consider another type of matrix product as Fan product of $M$-matrix.
Definition. A square $n \times n$ matrix $A$ is called a general $M$-matrix if $A$ can be expressed in the form $A=s I-P$ with $P \geq 0$, where $s>\rho(P)$, the spectral radius of nonnegative matrix $P$. Thus $M$-matrices consists of nonsingular $M$-matrices and singular $M$-matrices.

Remark. As usual, a matrix $A=\left(a_{i j}\right)$ is nonnegative if each $a_{i j} \geq 0$, and positive if each $a_{i j}>0$, denoted by $A \geq 0$ and $A>0$, respectively. A matrix $A$ is an M-matrix if each $a_{i j} \leq 0$.

For two general $M$-matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$, the Fan product of $A$ and $B$, denoted $A \oslash B$, is the matrix $C=\left(c_{i j}\right)$ where $c_{i i}=a_{i i} b_{i i}$ for all $i$ and $c_{i j}=-a_{i j} b_{i j}$ for $i \neq j$.

Types of matrix inverses: The weighted Moore-Penrose, Drazin and Group inverses. The representation for the weighted Moore-Penrose inverse, the Drazin inverse, and the group inverse of the Kronecker product $A \otimes B$ of the two matrices $A$ and $B$ are considered, and by using these results, the determinant forms for projectors are deduced.

Let $A \in \mathbb{C}^{m \times n}$, and $M$ and $N$ be positive definite matrices of order $m$ and $n$ respectively.
Schur complements and its generalizations have many applications in numerical mathematics. Our goal is to derive known ones by a different procedure (that could be extended to the vector case). It has been evident that Schur complements are a powerful for deriving matrix inequalities and further in deducing determinant, trace, norm, eigenvalues, singular value, majorization, and other matrix inequalities. In particular, combining Schur complements of matrices with Kronecker products of matrices, we can study their Lowner partial order and obtain some important inequalities. The purpose of this part is to present a matrix inequality on the Kronecker product that unifies the proofs of many existing matrix inequalities in the Lown-
er partial ordering on the sum, ordinary product, and Hadamard (Schur) product. Schur complements serve as the basic tool.

Schur complements. We consider the following partitioned matrices

$$
A^{\prime}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right), B^{\prime}=\left(\begin{array}{ll}
B & E \\
D & F
\end{array}\right), C^{\prime}=\left(\begin{array}{ll}
C & D \\
G & H
\end{array}\right), D^{\prime}=\left(\begin{array}{ll}
D & F \\
H & L
\end{array}\right)
$$

Assuming that $D$ is square and nonsingular, we define the following Schur complements of $D$ as $(\cdot / D)$ in the corresponding partitioned matrix

$$
\left(A^{\prime} / D\right)=A-B D^{-1} C ;\left(B^{\prime} / D\right)=E-B D^{-1} F ;\left(C^{\prime} / D\right)=G-H D^{-1} C ;\left(D^{\prime} / D\right)=L-H D^{-1} F
$$

Remark. Ratios of determinant, Sylvester identity, Schur complements, and the bordering method are, in fact, all related to Gaussian elimination for the solution of linear equations. Schur complements are related to the Gaussian factorization of a matrix and indeed,

$$
\begin{aligned}
A^{\prime} & =\left(\begin{array}{cc}
I & B D^{-1} \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
\left(A^{\prime} / D\right) & 0 \\
C & D
\end{array}\right), B^{\prime}=\left(\begin{array}{cc}
I & B D^{-1} \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
0 & \left(B^{\prime} / D\right) \\
D & F
\end{array}\right), \\
C^{\prime} & =\left(\begin{array}{cc}
I & 0 \\
H D^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
C & D \\
\left(C^{\prime} / D\right) & 0
\end{array}\right), D^{\prime}=\left(\begin{array}{cc}
I & 0 \\
H D^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
D & F \\
0 & \left(D^{\prime} / D\right)
\end{array}\right)
\end{aligned}
$$

So, if the matrices are square, we have the Schur determinantal formulae

$$
\begin{aligned}
& \operatorname{det}\left(A^{\prime}\right)=\operatorname{det}\left(A^{\prime} / D\right) \operatorname{det}(D) ; \operatorname{det}\left(B^{\prime}\right)=(-1)^{n} \operatorname{det}\left(B^{\prime} / D\right) \operatorname{det}(D) \\
& \operatorname{det}\left(C^{\prime}\right)=(-1)^{n} \operatorname{det}\left(C^{\prime} / D\right) \operatorname{det}(D) ; \operatorname{det}\left(D^{\prime}\right)=\operatorname{det}\left(D^{\prime} / D\right) \operatorname{det}(D)
\end{aligned}
$$

where $n$ is the dimension of the block opposite to $D$ on the diagonal.
Example. Let $A^{\prime}$ is square and nonsingular. We consider the system of linear equations

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{x}{y}=\binom{u}{v}
$$

Since $D$ is square and nonsingular, we see from Gaussian factorization of $A^{\prime}$ (or from the corresponding determinantal formula), that $\left(A^{\prime} / D\right)$ is nonsingular and it follows that

$$
x=\left(A^{\prime} / D\right)^{-1}\left(u-B D^{-1} v\right)
$$

Once $x$ has obtained, $y$ can be easily deduced. Similar expressions hold for the systems with matrices $B^{\prime}, C^{\prime}$ and $D^{\prime}$.

Schur complements can be defined also for matrices partitioned into an arbitrary number of blocks. We consider the $n \times m$ block matrix

$$
M=\left(\begin{array}{ccccc}
A_{11} & \cdots & A_{1 j} & \cdots & A_{1 m} \\
\vdots & & \vdots & & \vdots \\
A_{i 1} & \cdots & A_{i j} & \cdots & A_{i m} \\
\vdots & & \vdots & & \vdots \\
A_{n 1} & \cdots & A_{n j} & \cdots & A_{n m}
\end{array}\right) .
$$

We denote by $A^{(i, j)}$ the $(n-1) \times(m-1)$ block matrix obtained by deleting the $i$ th row of blocks and $j$-th column of $M$, and we set

$$
B_{j}=\left(\begin{array}{c}
A_{1, j} \\
\vdots \\
A_{i-1, j} \\
A_{i+1, j} \\
\vdots \\
A_{n j}
\end{array}\right), \quad C_{i}=\left(A_{1 j}, \ldots, A_{i, j-1}, A_{i, j+1}, \ldots, A_{i m}\right)
$$

Assuming that $A_{i j}$ is squared and nonsingular, the Schur complement of $A_{i j}$ in $M$ is

$$
\left(M / A_{i j}\right)=A^{(i, j)}-B_{j} A_{i j}^{-1} C_{i} .
$$

The quotient property of Schur complements. Let us consider the matrix

$$
M=\left(\begin{array}{lll}
A & B & E \\
C & D & F \\
G & H & L
\end{array}\right) .
$$

The quotient property of Schur complements can be established using the Schur determinantal formula. We will consider a proof based on the inverse of a boarded matrix that in quantum computing is used.

Quotient Property: If $\left(D^{\prime} / D\right)$ is nonsingular, then

$$
\begin{align*}
\left(M / D^{\prime}\right) & =\left(A^{\prime} / D\right)-\left(B^{\prime} / D\right)\left(D^{\prime} / D\right)^{-1}\left(C^{\prime} / D\right) \\
& =\left((M / D) /\left(D^{\prime} / D\right)\right) \tag{b}
\end{align*}
$$

Proof of property. By definition: $\left(M / D^{\prime}\right)=A-(B E)\left(D^{\prime}\right)^{-1}\binom{C}{G}$.
Setting for the simplicity $S=\left(D^{\prime} / D\right)$, we have, by the block bordering method,

$$
\left(D^{\prime}\right)^{-1}=\left(\begin{array}{ll}
D & F \\
H & L
\end{array}\right)^{-1}=\left(\begin{array}{cc}
D^{-1}+D^{-1} F S^{-1} H D^{-1} & -D^{-1} F S^{-1} \\
-S^{-1} H D^{-1} & S^{-1}
\end{array}\right)
$$

and $(a)$ follows easily from the expression of $\left(M / D^{\prime}\right)$. We set: $M^{\prime}=\left(\begin{array}{ll}\left(A^{\prime} / D\right) & \left(B^{\prime} / D\right) \\ \left(C^{\prime} / D\right) & \left(D^{\prime} / D\right)\end{array}\right)$.
So, $\left(M^{\prime} /\left(D^{\prime} / D\right)\right)=\left(A^{\prime} / D\right)-\left(B^{\prime} / D\right)\left(D^{\prime} / D\right)^{-1}\left(C^{\prime} / D\right)=\left(M / D^{\prime}\right)$. But, from Eq. (1),

$$
\begin{aligned}
(M / D) & =\left(\begin{array}{ll}
A & E \\
G & L
\end{array}\right)-\binom{B}{H} D^{-1}\left(\begin{array}{ll}
C & F
\end{array}\right)=\left(\begin{array}{cc}
A-B D^{-1} C & E-B D^{-1} F \\
G-H D^{-1} C & L-H D^{-1} F
\end{array}\right) \\
& =M^{\prime}
\end{aligned}
$$

which proves (b).
Remark. In the case where the matrices involves are square, the expression $(b)$ gives $\operatorname{det}(M / D)=\operatorname{det}(M) / \operatorname{det}(D)=\operatorname{det}\left(M / D^{\prime}\right) \operatorname{det}\left(D^{\prime} / D\right)$.

If $A, E$ and $L$ are numbers, then the four Schur complements involved in the right hand side of $(a)$ are also numbers and Schur determinantal identity for $\left(M / D^{\prime}\right)$ gives
$\operatorname{det}(M) \operatorname{det}(D)=\operatorname{det}\left(A^{\prime}\right) \operatorname{det}\left(D^{\prime}\right)-\operatorname{det}\left(B^{\prime}\right) \operatorname{det}\left(C^{\prime}\right)$,
which is the Sylvester identity.
The Schweins determinantal identity can be obtained by applying the Sylvester identity to the matrix

$$
M=\left(\begin{array}{c:ccc:c}
0 & b_{1} & \cdots & b_{n-1} & b_{n} \\
\hdashline 0 & a_{1,1} & \cdots & a_{1, n-1} & a_{1, n} \\
\vdots & \vdots & & \vdots & \vdots \\
0 & a_{n-2,1} & \cdots & a_{n-2, n-1} & a_{n-2, n} \\
1 & a_{n-1,1} & \cdots & a_{n-2, n-1} & a_{n-1, n} \\
\hdashline 0 & c_{1} & \cdots & c_{n-1} & c_{n}
\end{array}\right) .
$$

So, the Schweins identity can be seen as arising from Schur complements and the quotient property. It can be extended to the case where $A, E, G$ and $L$ are matrices instead of numbers.

Example. Now we consider the system

$$
\left(\begin{array}{lll}
A & B & E \\
C & D & F \\
G & H & L
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right) .
$$

Let us apply the block Gaussian elimination to this system with $D$ as the pivot.
The first step consists in eliminating $B$ and:

$$
\left(\begin{array}{ccc}
\left(A^{\prime} / D\right) & 0 & \left(B^{\prime} / D\right) \\
C & D & F \\
\left(C^{\prime} / D\right) & 0 & \left(D^{\prime} / D\right)
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{c}
u-B D^{-1} v \\
v \\
w-H D^{-1} v
\end{array}\right) .
$$

Let us notice that this system leads to

$$
\left(\begin{array}{ll}
\left(A^{\prime} / D\right) & \left(B^{\prime} / D\right) \\
\left(C^{\prime} / D\right) & \left(D^{\prime} / D\right)
\end{array}\right)\binom{x}{z}=\binom{u-B D^{-1} v}{w-H D^{-1} v}
$$

The second step of Gaussian elimination removes $\left(B^{\prime} / D\right)$ and gives

$$
\left(\begin{array}{ccc}
\left(M / D^{\prime}\right) & 0 & 0 \\
C & D & F \\
\left(C^{\prime} / D\right) & 0 & \left(D^{\prime} / D\right)
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{c}
\left(u-B D^{-1} v\right)-\left(B^{\prime} / D\right)\left(D^{\prime} / D\right)^{-1}\left(w-H D^{-1} v\right) \\
v \\
w-H D^{-1} v
\end{array}\right)
$$

and it follows: $x=\left(M / D^{\prime}\right)^{-1}\left[\left(u-B D^{-1} v\right)-\left(B^{\prime} / D\right)\left(D^{\prime} / D\right)^{-1}\left(w-H D^{-1} v\right)\right]$. This formula can also be obtained directly by applying $x=\left(A^{\prime} / D\right)^{-1}\left(u-B D^{-1} v\right)$. The expressions for $y$ and $z$ can easily be deduced. We also have

$$
M=\left(\begin{array}{ccc}
I & B D^{-1} & \left(B^{\prime} / D\right)\left(D^{\prime} / D\right)^{-1} \\
0 & I & 0 \\
0 & H D^{-1} & I
\end{array}\right)\left(\begin{array}{ccc}
\left(M / D^{\prime}\right) & 0 & 0 \\
C & D & F \\
\left(C^{\prime} / D\right) & 0 & \left(D^{\prime} / D\right)
\end{array}\right) .
$$

Let us now consider the problem of developing conditions under which generalized inverses of partitioned matrix can be expressed in the so-called Banachiewicz-Schur form. The theorem of Marsaglian and Styan, concerning the class of all generalized inverses, the class of reflexive generalized inverses, and the Moore-Penrose inverse, is strengthened and new results are established for the classes of outer inverses, least-squares generalized inverses, and minimum norm generalized inverses.

Banachiewicz-Schur form of generalized inverses of partitioned matrices. Let $\mathcal{S}_{m, m}$ denote the set of $m \times n$ complex matrices. It is known from above mentioned results that if a matrix $M_{0} \in \mathcal{S}_{m+p, m+p}$, partitioned as $M_{0}=\left(\begin{array}{cc}A_{0} & B_{0} \\ C_{0} & D_{0}\end{array}\right)$, is such that $A_{0} \in \mathcal{S}_{m, m}$ is nonsingular and the Schur complement $S_{0} \in \mathcal{S}_{p, p}$ of $A_{0}$ in $M_{0}$, defined as: $S_{0}=D_{0}-C_{0} A_{0}^{-1} B_{0}$ is also nonsingular, then the inverse of $M_{0}$ is expressed in the Banachiewcz-Schur form

$$
M_{0}^{-1}=\left(\begin{array}{c:c}
A_{0}^{-1}+A_{0}^{-1} B_{0} S_{0}^{-1} C_{0} A_{0}^{-1} & -A_{0}^{-1} B_{0} S_{0}^{-1}  \tag{3}\\
\hdashline-S_{0}^{-1} C_{0} A_{0}^{-1} & S_{0}^{-1}
\end{array}\right) .
$$

Remark. Marsaglia and Styan substantially extended this result replacing $M_{0}$ by a general partitioned matrix $M \in \mathcal{S}_{m+p, n+q}$ of the form $M=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ and considered the problem of characterization situations where generalized inverses of $M$ admit similar to Eq.(3).

Let us recall that the set of generalized inverses of a given matrix $K \in \mathcal{S}_{s, t}$ is specified by

$$
\begin{equation*}
K\{1\}=\left\{L \in \mathcal{S}_{s, t}: K L K=K\right\} . \tag{4}
\end{equation*}
$$

Perhaps the best known element of $K\{1\}$ in Eq.(4) is the Moore-Penrose inverse of $K$, denoted by $K^{+}$, which according to Penrose defined as mentioned above by:

$$
L=K \Leftrightarrow K L K=K, L K L=L, K L=(K L)^{*}, L K=(L K)^{*},
$$

where the asterix superscript denotes the conjugate transpose.
In Table 2 other classes of generalized inverses are considered.
Table 2: Types of generalized inverses

| Class of inverse | Mathematical expression |
| :--- | :--- |
| The set of outer inverses | $K\{2\}=\left\{L \in \mathcal{S}_{t, s}: L K L=L\right\}$ |
| The set of reflexive generalized inverses | $K\{1,2\}=\left\{L \in \mathcal{S}_{t, s}: K L K=K, L K L=L\right\}$ |
| The set of least-square generalized inverses | $K\{1,3\}=\left\{L \in \mathcal{S}_{t, s}: K L K=K, K L=(K L)^{*}\right\}$ |
| The set of minimum-norm generalized inverses | $K\{1,4\}=\left\{L \in \mathcal{S}_{t, s}: K L K=K, L K=(L K)^{*}\right\}$ |

Remark. Namely, for any fixed generalized inverse $G \in A\{1\}, S \in \mathcal{S}_{p, q}$ will denote the generalized Schur complement of $A$ in $M$ partitioned as above mentioned, i.e., $S=D-C G B$, and $N \in \mathcal{S}_{n+q, m+p}$ will stand for a partitioned matrix having the specific structure

$$
N=\left(\begin{array}{cc}
G+G B H C G & -G B H  \tag{5}\\
-H C G & H
\end{array}\right),
$$

with $H \in \mathcal{S}_{q, p}$. Under the assumption that $H \in S\{1\}$, a generalized inverse of $M$ is expressible in the for (5) iff: $\quad F_{A} B E_{S}=0, F_{S} C E_{A}=0, F_{A} B H C E_{A}=0$, where $\quad E_{A}=I_{n}-G A, F_{A}=I_{m}-A G$, and $E_{S}=I_{q}-H S, F_{S}=I_{p}-S H$, and these conditions are independent of the choice of $G \in A\{1\}$ and $H \in S\{1\}$ involved in the last conditions. Solutions of a similar type were given also for the problem of characterizing the cases where $N \in M\{1,2\}$ and the cases where $N=M^{+}$. In addition to the problems of when $N \in M\{1\}, N \in M\{1,2\}$, and $N=M^{+}$, three new problems of when $N \in M\{2\}, N \in M\{1,3\}$ and $N \in M\{1,4\}$ can be solved. For these cases by combining solutions for the classes $M\{1\}$ and $M\{2\}$ it is possible to get a solution for the class $M\{1,2\}$ and combining solutions for the classes $M\{2\}, M\{1,3\}$ and $M\{1,4\}$ to get a solution for the Moore-Penrose inverse $M^{+}$.

Remark. In all conditions involved in them the choice of $G \in A\{1\}$ and $H \in S\{1\}$ is negligible. However, there is one important formula in which the independence property of this type is not valid, viz. the formula $S=D-C G B$ defined the generalized Schur complement of $A$ in $M$. For example, if $A=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right), B=\binom{0}{1}, C=\left(\begin{array}{ll}1 & 1\end{array}\right), D=(1)$, then $A\{1\}=\left\{G=\left(\begin{array}{ll}s & 1 \\ u & v\end{array}\right): s, v, u \in \mathcal{S}\right\}$, and hence the set of all possible generalized Schur complements of $A$ in $M$ is
$\{S=D-C G B: G \in A\{1\}\}=\{(-v): v \in \mathcal{S}\}$.
This set is obviously dependent on the choice of $v$ in the representation $A\{1\}$ of a generalized inverse of $A$. If $v \neq 0$, then $E_{S}=(0)=F_{S}$, and since $F_{A} B=0$ and a generalized inverse of the matrix $M$ with abovementioned submatrices is expressible in the Banachiewicz-Schur form. If, however, $v=0$, then $E_{S}=(1)=F_{S}$, and since $C E_{A}=\left(\begin{array}{ll}0 & 1\end{array}\right) \neq 0$, a generalized inverse of $M$ in the form (5) does not exist.

## Krawtchouk matrices from classical ad quantum random walks

Krawtchouk's polynomials occur classically as orthogonal polynomials with respect to the binomial distribution. They may be also expressed in the form of matrices, that emerge as arrays of the values that the polynomials tae. The algebraic properties of these matrices provide a very interesting and accessible example in the approach to probability theory known as quantum probability. First it is noted how the Krawtchouk matrices are connected to the classical symmetric Bernoulli random walk. And we show how to derive Krawtchouk matrices in the quantum probability context via tensor powers of the elementary Hadamard matrix. The connections with the classical situation are shown by calculating expectation values in the quantum case.

Some very basic algebraic rules can be expressed using matrices. Take, for example,

| $(a+b)^{2}$ | $=$ | $a^{2}+2 a b+b^{2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $(a+b)(a-b)$ | $=$ | $a^{2}-b^{2}$ | $\Rightarrow$ |  |


|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $(a-b)^{2}$ | $=$ | $a^{2}-2 a b+b^{2}$ |  |

(the expansion coefficients make up the columns of the matrix). In general, we make the definition:
Definition. The $N^{t h}$-order Krawtchouk matrix $\Phi^{(N)}$ is an $(N+1) \times(N+1)$ matrix, the entries of which are determined by the expansion:

$$
\begin{equation*}
(1+v)^{N-j}(1-v)^{j}=\sum_{i=0}^{N} v^{i} \Phi_{i j}^{(N)} . \quad \Phi_{i j=}^{(N)} \sum_{k}(-1)^{k}\binom{j}{k}\binom{N-j}{i-k} . \tag{6}
\end{equation*}
$$

The left-hand-side $G(v)=(1+v)^{N-j}(1-v)^{j}$ is thus the generating function for the row entries of the $j^{\text {th }}$ column of $\Phi^{(N)}$. Expanding gives an explicit expression.

Here are the Krawtchouk matrices forder zero and one:

$$
\Phi^{(0)}=[1] \quad \Phi^{(1)}=\left[\begin{array}{cc}
1 & 1  \tag{7}\\
1 & -1
\end{array}\right]
$$

In the remaining of the text, matrix indices run from 0 to $N$.
One may view the columns of Krawtchouk matrices as generalized binomial coefficients. The rows define Krawtchouk polynomials: for a fixed order $N$, the $i$-th Krawychouk polynomial is the function

$$
K_{i}(j, N)=\Phi_{i j}^{(N)}
$$

that takes nits corresponding values from the $i$-th row. One can easily show that $K_{i},(j, N)$ is indeed a polynomial of degree $i$ in the variable $j$.

Remark. Historically, Krawtchouck's polynomials were introduced and studied by Mikhail Krawtchouck in the late 20's. Since then, they have appeared in many areas of mathematics and applications. As orthogonal polynomials, they occur in the classic work by Szego. They have been studied from the point of view of harmonic analysis and special functions, e.g., in work of Dunkl. In statistical considerations, they arose in work of Eagleason and later Vere-Jones. They play various roles in coding theory and combinatorics, for example, in MacWilliams' theorem on weight enumerators, and in association schemes.

Remark. A classical probabilistic interpretation has been given by Feinsilver and Schott (1991). In the context of the classical symmetric random walk, it is recognized that Krawtchouk's polynomials are elementary symmetric functions in variables taking values $\pm 1$. Specifically, if $\xi_{i}$ are independent Bernoulli random variables taking values $\pm 1$ with probability $\frac{1}{2}$, then if $j$ of the $\xi_{i}$ are equal to -1 , the $i^{\text {th }}$ elementary symmetric function in the $\xi_{i}$ is equal to $\Phi_{i j}^{(N)}$. It turns out that the generating function is a martingale in the parameter $N$.

Remark. As matrices, they appeared in the work of $N$. Bose (1985) on digital filtering, in the context of the Cayley transform on the complex plane. The symmetric version of the Krawtchouk matrices has been considered by Feinsilver and Fitzgerald (1996).

Despite this wide research, the full potential, meaning and significance of Krawtchouk polynomials is far from being complete. Section we look at Krawtchouk matrices as operators and discuss two new ways in
which Krawtchouk matrices arise: via classical and quantum random walks. The starting idea is to represent the second Krawthouk matrix (coinciding with the basic Hadamard matrix) as a sum of two operators

$$
\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]+\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

Via the technique o tensor products of underlying spaces we obtain a relationship between Krawtchouk matrices (Table 3) and Sylvester-Hadamard matrices.

Table 3. Krawtchouk matrices

$$
\begin{aligned}
& \Phi^{(0)}=[1] \quad \Phi^{(1)}=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \quad \Phi^{(2)}=\left[\begin{array}{ccc}
1 & 1 & 1 \\
2 & 0 & -2 \\
1 & -1 & 1
\end{array}\right] \quad \Phi^{(3)}=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
3 & 1 & -1 & -3 \\
3 & -1 & -1 & 3 \\
1 & -1 & 1 & -1
\end{array}\right] \\
& \Phi^{(4)}=\left[\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
4 & 2 & 0 & -2 & -4 \\
6 & 0 & -2 & 0 & 6 \\
4 & -2 & 0 & 2 & -4 \\
1 & -1 & 1 & -1 & 1
\end{array}\right] \quad \Phi^{(5)}=\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1 \\
5 & 3 & 1 & -1 & -3 & -5 \\
10 & 2 & -2 & -2 & 2 & 10 \\
10 & -2 & -2 & 2 & 2 & -10 \\
5 & -3 & 1 & 1 & -3 & 5 \\
1 & -1 & 1 & -1 & 1 & -1
\end{array}\right] \\
& \Phi^{(6)}=\left[\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
6 & 4 & 2 & 0 & -2 & -4 & -6 \\
15 & 5 & -1 & -3 & -1 & 5 & 15 \\
20 & 0 & -4 & 0 & 4 & 0 & -20 \\
15 & -5 & -1 & 3 & -1 & -5 & 15 \\
6 & -4 & 2 & 0 & -2 & 4 & -6 \\
1 & -1 & 1 & -1 & 1 & -1 & 1
\end{array}\right]
\end{aligned}
$$

## Basic properties of Krawtchouk matrices

The square of a Krawtchouk matrix is proportional to the identity matrix.
$\left(\Phi^{(N)}\right)^{2}=2^{N} I$.
1)

This remarkable property allows one to define a Fourier-like Krawtchouk transform on integer vectors.

The top row is all l's. The bottom row has $\pm 1$ 's with alternating signs, starting with +1 . The leftmost entries are just binomial coefficients, $\Phi_{i 0}^{(N)}=\binom{N}{i}$. The rightmost entries are binomial coefficients with alternating signs, $\Phi_{i N}^{(N)}=(-1)^{i}\binom{N}{i}$.

There is a four-fold symmetry: $\left|\Phi_{i j}^{(N)}\right|=\left|\Phi_{N-i j}^{(N)}\right|=\left|\Phi_{i N-j}^{(N)}\right|=\left|\Phi_{N-i N-j}^{(N)}\right|$.
Krawtchouk matrices generalize Pascal's triangle in the following sense: Visualize a stack of Krawtchouk matrices. The order $N$ increasing downwards. Pascal's triangle is formed by the leftmost columns. It turns out that Pascal's identity holds for the other columns as well. Less obvious is another identity - call it dual Pascal.

Proposition. Set $a=\Phi_{i-1 j}^{(N)}, b=\Phi_{i j}^{(N)}, A=\Phi_{i j}^{(N+1)}, B=\Phi_{i j+1}^{(N+1)}$.

1. (Cross identities) The following mutually inverse relations (Pascal and dual Pascal) hold:
$a+b=A \quad$ and $\quad A+B=2 b$

$$
b-a=B \quad A-B=2 a .
$$

2. (Square identity) In a square of any four adjacent entries in a Krawtchouk matrix, the entry in the left-bottom corner is the sum of the other three, i.e.,

$$
\text { for } \Phi=\left[\begin{array}{cccc} 
& \vdots & \vdots & \\
\cdots & a & c & \cdots \\
\cdots & b & d & \cdots \\
& \vdots & \vdots &
\end{array}\right] \text { one has } b=a+c+d
$$

Proof. For $a+b$, consider
$(1+v)^{N+1-j}(1-v)^{j}=(1+v)(1+v)^{N-j}(1-v)^{j}$.
For $b-a$, consider
$(1+v)^{N-j}(1-v)^{j+1}=(1-v)(1+v)^{N-j}(1-v)^{j}$.
The inverse relations are immediate. The square identity follows from the observation $(a+b)+(c+d)=A+B=2 b$, hence $a+c+d=b$.

The square identity is useful in producing the entries of a Krawtchouk matrix: fill the top row with 1's, the right-most column with sign-alternating binomial coefficients. Then, apply the square identity to reproduce the matrix.

In summary, the identities considered above can be written as follows:

| Cross identities: |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: |
| (i) | $\Phi_{i-1 j}^{(N)}+\Phi_{i j}^{(N)}=\Phi_{i j}^{(N+1)}$ | (ii) | $\Phi_{i j}^{(N)}+\Phi_{i j+1}^{(N)}=2 \Phi_{i j}^{(N-1)}$ |  |
| (iii) | $\Phi_{i j}^{(N)}-\Phi_{i-1 j}^{(N)}=\Phi_{i j+1}^{(N+1)}$ | (iv) | $\Phi_{i j}^{(N)}-\Phi_{i j+1}^{(N)}=2 \Phi_{i-1 j}^{(N-1)}$. |  |

Square identity:

$$
\Phi_{i j}^{(N)}=\Phi_{i-1 j}^{(N)}+\Phi_{i-1 j+1}^{(N)}+\Phi_{i j+1}^{(N)} .
$$

If each column of the matrix is multiplied by the corresponding binomial coefficient, the matrix becomes symmetric. Let $B^{(N)}$ denote the $(N+1) \times(N+1)$ diagonal matrix with binomial coefficients

$$
\begin{equation*}
B_{i i}^{(N)}=\binom{N}{i} \tag{8}
\end{equation*}
$$

as its non-zero entries. Then, for each $N \leq 0$, one defines the symmetric Krawtchouk matrix as

$$
S^{(N)}=\Phi^{(N)} \boldsymbol{B}^{(N)}
$$

Examples: For $N=3$, we have

$$
S^{(3)}=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
3 & 1 & -1 & -3 \\
3 & -1 & -1 & 3 \\
1 & -1 & 1 & -1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]=\left[\begin{array}{cccc}
1 & 3 & 3 & 1 \\
3 & 3 & -3 & -3 \\
3 & -3 & -3 & 3 \\
1 & -3 & 3 & -1
\end{array}\right] .
$$

Some symmetric Krawtchouk matrices are displayed in Table 4.

Table 4. Symmetric Krawtchouk matrices

$$
\begin{array}{cc}
S^{(0)}=[1] \quad S^{(1)}=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \quad S^{(2)}=\left[\begin{array}{ccc}
1 & 2 & 1 \\
2 & 0 & -2 \\
1 & -2 & 1
\end{array}\right] \quad S^{(3)}=\left[\begin{array}{cccc}
1 & 3 & 3 & 1 \\
3 & 3 & -3 & -3 \\
3 & -3 & -3 & 3 \\
1 & -3 & 3 & -1
\end{array}\right] \\
S^{(4)}=\left[\begin{array}{ccccc}
1 & 4 & 6 & 4 & 1 \\
4 & 8 & 0 & -8 & -4 \\
6 & 0 & -12 & 0 & 6 \\
4 & -8 & 0 & 8 & -4 \\
1 & -4 & 6 & -4 & 1
\end{array}\right] \quad S^{(5)}=\left[\begin{array}{cccccc}
1 & 5 & 10 & 10 & 5 & 1 \\
5 & 15 & 10 & -10 & -15 & -5 \\
10 & 10 & -20 & -20 & 10 & 10 \\
10 & -10 & -20 & 20 & 10 & -10 \\
5 & -15 & 10 & 10 & -15 & 5 \\
1 & -5 & 10 & -10 & 5 & -1
\end{array}\right] \\
S^{(6)}=\left[\begin{array}{cccccc}
1 & 6 \\
6 & 24 & 30 & 0 & -30 & -24 \\
15 & -6 \\
15 & 30 & -15 & -60 & -15 & 30 \\
20 & 0 & -60 & 0 & 60 & 0 \\
15 \\
15 & -30 & -15 & 60 & -15 & -30 \\
6 & -24 & 30 & 0 & -30 & 24 \\
15 \\
1 & -6 & 15 & -20 & 15 & -6
\end{array}\right]
\end{array}
$$

## Krawtchouk matrices from Hadamard matrices

We show the connection between the Krawtchouk matrices (and hence, polynomials) and the SylvesterHadamard matrices. Then we derive the Krawtchouk matrices from the classical symmetric Bernoulli ran-
dom walk. This approach is continued to the quantum probability context, leading to the construction of Krawtchouk matrices via tensor powers of the elementary Krawtchouk/Hadamard matrix.

Krawtchouk's polynomials were introduced by him in (see also). Since then, they have been found to be important in many areas of mathematics arid applications. They arise in several ways in coding theory and combinatorics, for example, in Mac Williams' theorem on weight enumerators, and in association schemes.

In this paper, we make explicit connections between Hadamard matrices, specifically the SylvesterHadamard matrices, and Krawtchouk matrices. Yarlagadda and Hershey provide an overview of the subject of Sylvester-Hadamard matrices, indicating many interesting applications in. For statisticians, they point out that in Yates' factorial analysis, the Hadamard transform provides a useful nonparametric test for association.

We review definitions and basic properties of Krawtchouk matrices. An algorithmic approach shows how to derive Krawtchouk and symmetric Krawtchouk matrices using the elementary Hadamard matrix

$$
H=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

and the Sylvester-Hadamard matrices. We presents the classical probability interpretation which leads to the quantum random walk, "quantum computer", approach. Some remarks on calculating expectation values conclude the study. Two appendices - on tensor products and symmetric tensor spaces - are included to aid the reader as well as to establish notations.

## What are Krawtchouk Matrices

One may view Krawtchouk matrices as an extension of the binomial coefficients. Consider the "degreetwo algebraic rules" and translate them into a "second-degree Krawtchouk matrix":

$$
\begin{aligned}
(a+b)^{2} & =a^{2}+2 a b+b^{2} \\
(a+b)(a-b) & =a^{2}-b^{2} \\
(a-b)^{2} & =a^{2}-2 a b+b^{2}
\end{aligned} \quad \Rightarrow \quad \Phi^{(2)}=\left[\begin{array}{ccc}
1 & 1 & 1 \\
2 & 0 & -2 \\
1 & -1 & 1
\end{array}\right]
$$

(the expansion coefficients make up the columns of the matrix). Thus the general definition:
Definition. The $N^{\text {th }}$-degree Krawtchouk matrix $\Phi^{(N)}$ is an $(N+1) \times(N+1)$ matrix, the entries of which are determined by:

$$
\begin{equation*}
(1+v)^{N-j}(1-v)^{j}=\sum_{j=0}^{N} v^{i} \Phi_{i j}^{(N)} \tag{9}
\end{equation*}
$$

The left-hand-side $G(v)=(1+v)^{N-j}(1-v)^{j}$ is thus the generating function for the row entries of the $j^{\text {th }}$ column of $\Phi^{(N)}$. Expanding gives an explicit expression:

$$
\Phi_{i j}^{(N)}=\sum_{k}(-1)^{k}\binom{j}{k}\binom{N-j}{i-k}
$$

Krawtchouk matrices of order zero and one are:

$$
\Phi^{(0)}=[1] \quad \Phi^{(1)}=\left[\begin{array}{cc}
1 & 1  \tag{10}\\
1 & -1
\end{array}\right]
$$

The columns of the Krawtchouk matrices contain the generalized binomials, while the rows define Krawtchouk polynomials: for order $N$, define the $i$-th Krawtchouk polynomial as the function that takes its corresponding values from the $i$-th row.

$$
P_{i}^{(N)}(j)=\Phi_{i j}^{(N)}
$$

One can easily show that $P_{i}(j)$ is indeed a degree $i$ polynomial in $j$.
The basic properties of Krawtchouk matrices are:
(1) The square of a Krawtchouk matrix is proportional to the identity matrix.

$$
\left(\Phi^{(N)}\right)^{2}=2^{N} \cdot I
$$

This remarkable property allows one to defines a Fourier-like transformation for integer vectors.
(2) The leftmost entries arc just binomial coefficients, $\Phi_{i 0}^{(N)}=\binom{N}{i}$. The rightmost entries are binomial coefficients with alternating signs, $\Phi_{i N}^{(N)}=(-1)^{i}\binom{N}{i}$. The top row is all 1's. The bottom row has $\pm 1$ 's with alternating signs, starting with +1 .
(3) There is a four-fold symmetry: $\left|\Phi_{i j}^{(N)}\right|=\left|\Phi_{N-i j}^{(N)}\right|=\left|\Phi_{i N-j}^{(N)}\right|=\left|\Phi_{N-i N-j}^{(N)}\right|$.

See Table 3 for $\Phi^{(N)}, 0 \leq N \leq 6$.
If each column of the matrix is multiplied by the corresponding binomial coefficient, the matrix becomes symmetric. Let $B^{(N)}$ denote the $(N+1) \times(N+1)$ diagonal matrix with binomial coefficients

$$
\begin{equation*}
\Phi_{i 0}^{(N)}=\binom{N}{i} \tag{11}
\end{equation*}
$$

as its non-zero entries. Then, for each $N \geq 0$, one defines the symmetric Krawtchouk matrix as

$$
S^{(N)}=\Phi^{(N)} B^{(N)}
$$

Example: For $N=3$, we have

$$
S^{(3)}=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
3 & 1 & -1 & -3 \\
3 & -1 & -1 & 3 \\
1 & -1 & 1 & -1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]=\left[\begin{array}{cccc}
1 & 3 & 3 & 1 \\
3 & 3 & -3 & -3 \\
3 & -3 & -3 & 3 \\
1 & -3 & 3 & -1
\end{array}\right]
$$

Some symmetric Krawtchouk matrices are displayed in Table 4.

## Krawtchouk tower and identities

We can say that Krawtchouk matrices generalize Pascal's triangle. Visualize a "Pascal-Krawtchouk tower" by stacking the matrices as layers one by one, the degree $N$ increasing downwards. Thus, Pascal's triangle forms one side of the Pascal-Krawtchouk tower.

As might be expected, Pascal's identity, valid for the leftmost columns, holds for the other columns as well. Less obvious is another identity - call it dual Pascal.

Lemma Let $a=\Phi_{i-1 j}^{(N)}, \quad b=\Phi_{i j}^{(N)}$ and $A=\Phi_{i j}^{(N+1)}, \quad B=\Phi_{i j+1}^{(N+1)}$.
Then $a+b=A, b-a=B$ with corresponding inverse relations $A+B=2 b, A-B=2 a$.

Proof: For $a+b$, consider
$(1+v)^{N-j+1}(1-v)^{j}=(1+v) \times(1+v)^{N-j}(1-v)^{j}$
For $b-a$, consider
$(1+v)^{N-j}(1-v)^{j+1}=(1-v) \times(1+v)^{N-j}(1-v)^{j}$
The inverse relations are immediate.

Corollary (Square identity) In a square of any four adjacent entries in a Krawtchouk matrix, the entry in the left-bottom corner is the sum of the other three, i.e.,
for $\Phi=\left[\begin{array}{cccc} & \vdots & \vdots & \\ \ldots & a & c & \ldots \\ \ldots & b & d & \ldots \\ & \vdots & \vdots & \end{array}\right] \quad$ one has $b=a+c+d$
Proof: $(a+b)+(c+d)=A+B=2 b$, hence $a+c+d=b$
The square identity is useful in producing the entries of a Krawtchouk matrix: fill the top row with 1's, the right-most column with the binomial coefficients.

Then, apply the square identity to reproduce the matrix.
In summary, the identities considered above can be written as follows:
Cross identities:

| $(i)$ | $\Phi_{i-1 j}^{(N)}+\Phi_{i j}^{(N)}=\Phi_{i j}^{(N+1)}$ | $(i i)$ | $\Phi_{i j}^{(N)}+\Phi_{i j+1}^{(N)}=2 \Phi_{i j}^{(N-1)}$ |
| :--- | :--- | :--- | :--- |
| $(i i i)$ | $\Phi_{i j}^{(N)}-\Phi_{i-1 j}^{(N)}=\Phi_{i j+1}^{(N+1)}$ | $(i v)$ | $\Phi_{i j}^{(N)}+\Phi_{i j+1}^{(N)}=2 \Phi_{i-1 j}^{(N-1)}$ |

## Square identity:

$$
\Phi_{i j}^{(N)}=\Phi_{i-1 j}^{(N)}+\Phi_{i-1 j+1}^{(N)}=\Phi_{i j+1}^{(N+1)}
$$

## Krawtchouk matrices from Hadamard matrices

The identities allow us to define Krawtchouk matrices recursively, by using tensor products. One can "blow up" the symmetric Krawtchouk matrix $S^{(n)}$ by taking the Kronecker product with the elementary matrix

$$
H=\left[\begin{array}{cc}
1 & 1  \tag{12}\\
1 & -1
\end{array}\right]
$$

and then contracting appropriately to yield $S^{(n)}$.
Definition Define the square contraction $r(M)$ of an $n \times n$ matrix $M$ as the matrix with entries

$$
\begin{equation*}
(r M)_{i j}=\sum_{\substack{a=2 i-2,2 i-1 \\ b=2 j-2,2 j-1}} M_{a b} \tag{13}
\end{equation*}
$$

where the values $M_{a b}$ outside of the range $(1, \ldots, n)$ are taken as zero.
Theorem Symmetric Krawtchouk matrices satisfy:

$$
S^{(N+1)}=r\left(S^{(N)} \otimes H\right)
$$

Corollery Krawtchouk matrices satisfy:

$$
\Phi^{(N+1)}=r\left(\Phi^{(N)} B^{(N)} \otimes H\right)\left(B^{(N)}\right)^{-1}
$$

where $B$ is the diagonal binomial matrix defined in (13).
Example. Start with symmetric Krawtchouk matrix of order 2:

$$
S^{(2)}=\left[\begin{array}{ccc}
1 & 2 & 1 \\
2 & 0 & -2 \\
1 & -2 & 1
\end{array}\right]
$$

Take the tensor product with $H$ :

$$
S^{(2)} \otimes H=\left[\begin{array}{cccccc}
1 & 1 & 2 & 2 & 1 & 1 \\
1 & -1 & 2 & -2 & 1 & -1 \\
2 & 2 & 0 & 0 & -2 & -2 \\
2 & -2 & 0 & 0 & -2 & 2 \\
1 & 1 & -2 & -2 & 1 & 1 \\
1 & -1 & -2 & 2 & 1 & -1
\end{array}\right]
$$

surround with zeros and contract:

$$
r\left(S^{(2)} \otimes H\right)=r\left[\begin{array}{ccccccccccc}
0 & 0 & \vdots & 0 & 0 & \vdots & 0 & 0 & \vdots & 0 & 0 \\
0 & 1 & \vdots & 1 & 2 & \vdots & 2 & 1 & \vdots & 1 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 1 & \vdots & -1 & 2 & \vdots & -2 & 1 & \vdots & -1 & 0 \\
0 & 2 & \vdots & 2 & 0 & \vdots & 0 & -2 & \vdots & -2 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 2 & \vdots & -2 & 0 & \vdots & 0 & -2 & \vdots & 2 & 0 \\
0 & 1 & \vdots & 1 & -2 & \vdots & -2 & 1 & \vdots & 1 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 1 & \vdots & -1 & -2 & \vdots & 2 & 1 & \vdots & -1 & 0 \\
0 & 0 & \vdots & 0 & 0 & \vdots & 0 & 0 & \vdots & 0 & 0
\end{array}\right]=\left[\begin{array}{cccc}
1 & 3 & 3 & 1 \\
3 & 3 & -3 & -3 \\
3 & 3 & -3 & -3 \\
1 & -3 & 3 & -1
\end{array}\right]
$$

These features that Krawtchouk matrices can be obtained from the tensor power of the elementary matrix $H$. Such powers define the family of Sylvester-Hadamard matrices, (see e.g.).

Notation: Denote the Sylvester-Hadamard matrices, tensor (Kronecker) powers of the fundamental matrix $H$, by

$$
\begin{equation*}
H^{(N)}=\underbrace{H \otimes H \otimes \ldots \otimes H}_{\text {Ntimes }} \tag{14}
\end{equation*}
$$

The problem is that the tensor products disperse the columns and rows that have to be summed up to do the contraction. We need to identify the appropriate sets of indices.

Definition Define the binary shuffling function as the function

$$
w: \mathrm{N} \rightarrow \mathrm{~N}
$$

giving the "binary weight" of an integer. That is, let $n=\sum_{k} d_{k} 2^{k}$ be the binary expansion of the number $n$. Then $w(n)=\sum_{k} d_{k}$, the number of ones in the representation.

Notice that, as sets,

$$
w\left(\left\{0,1, \ldots, 2^{N}-1\right\}\right)=\{0,1, \ldots, N\}
$$

Here are the first 16 values of $w$ listed for the integers running from 0 through $2^{4}-1=15$ :

$$
\begin{array}{llllllllllllllll}
0 & 1 & 1 & 2 & 1 & 2 & 2 & 3 & 1 & 2 & 2 & 3 & 2 & 3 & 3 & 4
\end{array}
$$

Observe that the shuffling function can be defined recursively, setting $w(0)=0$ and

$$
w\left(2^{N}+k\right)=w(k)+1
$$

for $0 \leq k<2^{N}$. One can thus create the sequence of values of the shuffling function by starting with 0 and then appending to the current string of values a copy of itself with values increased by 1 :

$$
\begin{equation*}
0 \rightarrow 01 \rightarrow 0112 \rightarrow 01121223 \rightarrow \text { etc. } \tag{15}
\end{equation*}
$$

Now we can state the result;
Theorem Symmetric Krawtchouk matrices are reductions of Hadamard matrices as follows:

$$
S_{i j}^{(N)}=\sum_{\substack{a \in w^{-1}(i) \\ b \in w^{-1}(j)}} H_{a b}^{(N)}
$$

Example: Let us see the Transformation for $H^{(4)} \rightarrow S^{(4)}$. First, for typographical reasons, let use • for 1 and $\circ$ for -1 . Thus,

$$
H^{(1)}=\left[\begin{array}{ll}
\bullet & \bullet \\
\bullet & \circ
\end{array}\right] \quad H^{(2)}=\left[\begin{array}{llll}
\bullet & \bullet & \bullet & \bullet \\
\bullet & \circ & \bullet & \circ \\
\bullet & \bullet & \circ & \circ \\
\bullet & \circ & \circ & \bullet
\end{array}\right] \quad H^{(3)}=\left[\begin{array}{llllllll}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \circ & \bullet & \circ & \bullet & \circ & \bullet & \circ \\
\bullet & \bullet & \circ & \circ & \bullet & \bullet & \circ & \circ \\
\bullet & \circ & \circ & \bullet & \bullet & \circ & \circ & \bullet \\
\bullet & \bullet & \bullet & \bullet & \circ & \circ & \circ & \circ \\
\bullet & \circ & \bullet & \circ & \circ & \bullet & \circ & \bullet \\
\bullet & \bullet & \circ & \circ & \circ & \circ & \bullet & \bullet \\
\bullet & \circ & \circ & \bullet & \circ & \bullet & \bullet & \circ
\end{array}\right]
$$

etc. Now, applying the binary shuffling function to $H^{(4)}$, mark the rows and columns accordingly:

The contraction is performed by summing columns with the same index, then summing rows in similar fashion. One checks from the given matrix that indeed this procedure gives the symmetric Krawtchouk matrix $S^{(4)}$.

Below we will present the algebraic structures behind these properties.

## Krawtchouk matrices and classical random walk

In this section we will give a probabilistic meaning to the Krawtchouk matrices and some of their properties.

Let $\xi_{i}$ be independent symmetric Bernoulli random variables taking values $\pm 1$. Let $X_{N}=\xi_{1}+\cdots+\xi_{N}$ be the associated random walk starting from 0 . Now observe that the generating function of the elementary symmetric functions in the $\xi_{i}$ is a martingale, in fact a discrete exponential martingale:

$$
M_{N}=\prod_{i=1}^{N}\left(1+v \xi_{i}\right)=\sum_{k} v^{k} \alpha_{k}\left(\xi_{1}, \ldots, \xi_{N}\right)
$$

where $\alpha_{k}$ denotes the $k^{\text {th }}$ elementary symmetric function. The martingale property is immediate since each $\xi_{i}$ has mean 0 . Suppose that at time $N$, the number of the $\xi_{i}$ that are equal to -1 is $j_{N}$, with the rest equal to +1 . Then $j_{N}=\left(N-X_{N}\right) / 2$ and $M_{N}$ can be expressed solely in terms of $N$ and $X_{N}$, or, equivalently, of $N$ and $j_{N}$

$$
M_{N}=(1+v)^{N-j_{N}}(1-v)^{j_{N}}=(1+v)^{\left(N+X_{N}\right) / 2}(1-v)^{\left(N-X_{N}\right) / 2}
$$

From the generating function for the Krawtchouk matrices, follows

$$
M_{N}=\sum_{i} v^{i} \Phi_{i, j_{N}}^{(N)}
$$

so that as functions on the Bernoulli space, each sequence of random variables $\Phi_{i, j_{N}}^{(N)}$ is a martingale.
Now we can interpret two basic recurrences of section 2. For a fixed column of $\Phi^{(N)}$ to get the corresponding column in $\Phi^{(N+1)}$ one uses the Pascal's triangle recurrence:

$$
\Phi_{i-1 j}^{(N)}+\Phi_{i j}^{(N)}=\Phi_{i j}^{(N+1)}
$$

This follows in the probabilistic setting by writing $M_{N+1}=\left(1+v \xi_{N}\right) M_{N}$ and remarking that for $j$ to remain constant, $\xi_{N}$ must take the value +1 , with consequences as in the purely algebraic context. The martingale property is more interesting in the present context. We have

$$
\Phi_{i j_{N}}^{(N)}=E\left(\Phi_{i j_{N_{N+1}}}^{(N)} \mid \xi_{1}, \ldots, \xi_{N}\right)=\frac{1}{2}\left(\Phi_{i j_{N_{N+1}}^{(N+1)}}^{\left.\left(\Phi_{i j_{N}}^{(N+1)}\right)\right) ~}\right.
$$

since half the time $\xi_{N+1}$ is -1 , increasing $j_{N}$ by 1 , and half the time $j_{N}$ is unchanged. Thus, writing $j$ for $j_{N}$,

$$
\Phi_{i j}^{(N)}=\frac{1}{2}\left(\Phi_{i j_{N+1}}^{(N+1)}+\Phi_{i j_{N}}^{(N+1)}\right)
$$

The interpretation of Krawtchouk polynomials as elementary symmetric functions on the Bernoulli space allows one to derive their analytic properties using probabilistic methods with corresponding interpretations.
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