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This article aims to reveal that using statistical learning approaches for recommender systems better
build personal communication with consumers than does expert opinion regarding this question. Cosine
similarity distance was used as a basis for developing machine learning recommendation model. However,
this distance has a high cost of calculation, and ways of resolving this problem were considered. The matrix
of the probability of purchasing one item with another was calculated in order to weight cosine similarity
and avoid the situation when unpopular products are put in the top of recommendation. Weighted sum model
was applied in order to join cosine similarity and probability matrices and build recommendation sequences.
User-based collaborative filtering is the most popular algorithm to build personal recommendation, but it
useless when it is impossible to identify a user in the system. A developed algorithm based on cosine similari-
ty distances, probability matrix and weighted sums allows building item-to-item recommendation model. The
main idea of this approach is to offer additional products to clients when only products in a basket are
known. Item-to-item recommendation algorithm has shown advantages of using statistical machine learning
approaches in order to improve communication with clients through mobile application and website. An
integrated recommendation module has revealed that developing a data-driven culture is the right way of
many modern companies.
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Lenv 0annoz0 uccredo8anuss NOKA3amy, Ymo UCHOIL308AHUE CINATNUCTIUYECKO020 00VUeHUsl KAK OCHOGbL
PEKOMEHOAMENbHOL CUCTHEMbL HO360IAEH IYUULe 8bICHPOUMb NEPCOHANLHOE 83AUMOOCCIEUe C KIUeHMA-
MU, yeM cucmema, NOCMPOeHHAs Ha dKcnepmuol nocuke. Kocumycnas mepa cxoocmea 6vina e3sma 3a
OCHOBY pa3paboOmKu peKoMeHOamenbHou cucmemvl. Tak Kax pacyem Mot mMepvl UMeem GblCOKYIO BbIHUC-
JUMENLHYIO CONACHOCMb, 8 CMamve Obll PACCMOMPEH 603MOJICHIIL NYMb peuteHust OaHHOU Npodaembl.
Mampuya eeposmuocmu noKynku 00H020 HPOOYKMA ¢ OpyeuM ObLIa UCHOb308AHA 8 MOOENU B36CULCHHBIX
CYMM € Yenvio uzbexcamv cumyayuy K020a HenonyaspHslil npoOyKm MOdiCem NONnacms 6 6blCOKULL NPUOpU-
mem pekomenoayuu. B paspabomannom mooyne mMooenb 836eUIEHHBIX CYMM ABTAEMCS OCHOBOU 00beOUHeHUs.
Mampuybl KOCUHYCHBIX Mep cxo0cmea u eeposimuocmeil. OOHUM U3 CAMBIX NONYIAPHBIX ANCOPUMMOE OJisl
NOCMPOEHUsI NEPCOHATLHBIX PEKOMEHOAYUIL AGTSEMCS ANICOPUMM KOIIAOOPAMUBHOU (PUuibmpayutl, Ho OH He
ahhexmueen Ko20a HE8O3MONCHO UOSHMUPUYUPOBAMb NOIb306ameNs 6 cucmeme. Paspabomannwiii aneo-
PUMM, OCHOBAHHBIN HA KOCUHYCHOU Mepe CX0OCMEd, 8ePOSMHOCHISAX U MOOETU G36CUIEHHBIX CYMM NO3BOIUT
HOCMpOUmMs PeKOMEHOAMENbHYIO CUCTHEMY, PAOOMAIOWYI0 HA OCHO8E 6bIOPAHHBIX 8 KOp3uHe NPOOYKMOS.
Pexomendamenvuvlil areopumm Ha 0CHOGe INEMEHMO8 NOKA3AL NPeUMywecmed UCnOIb308AHUsL N00X0008
CMAamucmuyecko2o obyuenust 8 3adave YayuuleHus QOexmueHoCmu KOMMYHUKAYUU C KIUEHMAMU Yepes
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MobunbHOE npunodicenue u eeb-caim. HUnumespuposantulil MOOYIb PEKOMEHOAYULl NOKA3AL, 4Mmo pa3eumue
KYIbMYpPbl, OCHOBAHHOU HA OAHHBIX, MO NPAGULLHBIL HYMb 05l COBPEMEHHBIX KOMIAHUIL.

KaroueBkle ciioBa: PEeKOMCHAATECIIbHAass CUCTEMA, KPOCC-IPOAaXKU, KOCUHYCHasd MEpa CXOJACTBA, BEPOAT-
HOCTHU, MOJCIIb B3BCHICHHBIX CYMM, CTATUCTUYECKOC 06y‘1€HI/IC, MalllnHHOC 06yquHe.

Introduction

The informatization process leads to data gathering in most organizations. However, the way this data is
used does not guarantee to become a market leader for those organizations. The reason for that is usually
wrong data management processes. Many organizations have been slow in compiling, classifying, and organ-
izing the data sitting in silos and dark corners. However, every year shows that companies have awakened
the importance of the right communication with data become the leaders in various industries [1].

Dodo Pizza operates in a very competitive market. Only after a few years of developing, it became a
leader in the Russian market and opened its stores in more than ten other countries. One of the key reasons of
becoming a leader is the way of informatization most of the business processes by developing its own soft-
ware. It lets to gather all data about every order that was generated by the information system. Developing
software for automatization business processes gives an advantage to the company for fast-growing on most
countries’ markets. Developing data-based features can improve the researching of market preferences and
personalize offers for clients.

A lot of data about clients, orders, geodata, time, etc. makes the company seek new approaches to data
analysis. Statistical machine learning algorithms allow finding insights from big data, while regular tools and
manual analyzing by looking through billions of rows of data cannot explain anything to an analyst. Artifi-
cial intelligence is a conventional technology in every modern IT company and it is transforming many
industries [2]. However, the transformation process is not an obvious task for many organizations, and it is
very important to choose the right way to implement changes. Fortunately, there are a number of guides on
how to resolve this problem, and they are written by people who actually have strong experience in this
sphere. For example, this guide offers to focus on five general steps [3], and start with developing pilot
project.

The present article aims to show the results of the developed pilot project based on fundamental sta-
tistical approaches which help to resolve the problem of lacking history about previous orders of unauthor-
ized customers. When it is impossible to identify a user in the system, it is needed to use other characteristics
in order to maximize offer personalization and value for the company.

Machine learning approach for unauthorized clients

Research goal

The research task is to prove that statistical learning algorithms can work better with a huge audience
than an expert recommendation system. Moreover, recommendations based on Item-to-item collaborative
filtering model (12ICF) for unauthorized users allows personalize offering and expand various of selling
products through the upselling module. First, there were developed null and alternative hypothesis’:

- Null Hypothesis (H0): Russian customers who receive recommendation sequence from 121CF model
will not have higher from recommendation to buy conversion rates compare to customers receive a rec-
ommendation based on expert logic.

- Alternative hypothesis (H1): Russian customers who receive recommendation sequence from 12ICF
model will have higher conversion rates compared to customers who receive a recommendation based
on expert logic.

Recommender system
A recommender system is a way of offering personalization of items to a consumer based on accumulat-
ed knowledge about previously sold products, a composition of products and orders. The topic of recom-

mender systems is very diverse because it enables the ability to use various types of user-preference and
user-requirements data to make recommendations [4]. Many existing recommendation systems use collabo-
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rative filtering approaches which are neighborhood-based, computing similarity between users or items [5, 6,
7, 8, 9]. The result of research of this article is developed algorithm based on a cosine similarity between
items.

Upsell recommendation is a form of offering additional vector R of products consists of some set of
existing goods | {iy, is, ..., ips } Where M is a menu size of a certain store, there is a vector C of added items in

the cart and R must not contain items from vector C:
whereCel = RelIAR¢gC.
It is possible to represent a dataset of orders like a set of N vectors (x4, x5,...,xy), Where each vector x
consists of information about purchased products {x11, x12,..., X1a}: X;; iS equal to 1 when 7t product was

sold in it" order, and 0 when this product was not sold in the certain order. The goal is to recommend addi-

tional products for a user, when we only know the information about chosen products in a cart. This type of
upsell products is called ltem-to-ltem recommendation [10]. One of the heaviest problems is to range
products without information about clients preferences and reveal the recommendation sequence of top-N
products.

On the opposite of User-Based approach where matrix factorization algorithms and collaborative
filtering are the basic approach [11, 12], it is reasonable to research the data in terms of orders instead of
exploring it as a history of certain users and their preferences. This means that we can operate only with
orders and sold items, not with users. Although this approach may lead to the inability of building
recommendation sequence based on personal tastes, it helps to resolve the problem of the cold start.

A regular approach of recommendations for unauthorized clients is based on an expert logic and offers
all products from a category without any ranging:

1. Celpizzas] = Re[drinks];
Ce[snacks] = Re[drinks];
Cel[desserts] = Re[drinks];

Ce|[pizzas, snacks] = Re[drinks];
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5. Ce[pizzas, desserts] = Re[drinks];

6. Ce[pizzas, drinks] = Re[shacks];

7. Ce[pizzas, shacks, drinks] = Re[desserts];
8. Ce|[drinks, desserts] = Re[snacks];

9. Ce[desserts, snacks] = Re[drinks];

10. Ce[drinks, snacks] = Re[desserts].

Cosine similarity

Empirical experiments have shown that using data for ranging products allows improving purchasing of
additional products on the stage of basket approving [13]. In contrast to previous experiments, there is no
opportunity to limit data set of users orders or to pivot it to a smaller matrix, and it is necessary to use huge
matrix about all orders to build recommendation sequences for clients. In order to build these
recommendations, we can calculate a similarity between certain products. To resolve this task we can
represent dataset of vectors N of sold products like a matrix X;;:

X117 Xn1

X1 't XMN

where x;; equals 1 when jt product was sold in it" order, and 0 when this product was not sold. Previous

experiments have shown that using cosine similarity is the right way to calculate the distance between items
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for our datasets [13]. If we want to calculate similarity distance S between items we have to select two
columns of products, transpose them to vectors (a, b) and add them by the formula:

axb 1L, aib;

llall = lIb]l \/Z?ila?\/z?ilb?

But cosine similarity has a high cost of calculation and it is necessary to keep all items in memory in
one moment. Our matrix with data about monthly sales has more than 3,000,000 of rows. The solution was
found after checking sparsity of our dataset:

sparsity =

s =cos(f) =

countofnonzeroitems

countofallitems '

and this parameter equals 0.9695. It means that vectors of our products have too many zero items and they
are not useful for calculating. It is possible to isolate co-purchased pairs of products are sold in certain orders
like the isolation of co-rated users rates [14].

1 2 a b n
1 1 1
-
2 1 \

\ Item to item
" n 1 similarity is
—] computed by
selecting only

co-purchased
products

Picture 1. Isolation of co-purchased products

Picture 1 illustrates the process of isolation, where the matrix columns represent products and the rows
represent orders. After the algorithm select orders where two products a and b were purchased, vectors of
these items become much shorter than before. Now it is reasonable to determine the calculation of similarity

as
arxhr _ ZTEP a’ibi
llarll=lbr|

s =cos(f) =

| 2 | 2’
N|Eie P \‘IEI'EP b;

where vectors a’ and b’ consist of co-purchased products and P is an index of these orders. This approach

significantly reduces the cost of cosine similarity calculation and it can be computed with short time without
specific hardware. The calculated matrix of similarities S

S11. Smr]
SN1 """ SNN

reveals how similar products are if the computing is done based on orders. In this case, we can face another
problem when unpopular products exist in a low amount of orders and it leads to a high value of distance.
When a client chooses one popular and one unpopular product the top of recommendation sequence will
consist of products for unpopular because of the value of rare products will much higher than the other.
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Weighted Sum Model

Weighted Sum Model (WSM) is the most recognizable method and decision making Simple multi-
criteria for evaluating a number of alternatives in terms of a number of decision criteria [15]. In general,
suppose a given multiple-criteria decision analysis (MCDA) problem is defined on alternative m and
decision criteria n. Next, let’s assume that all the benefit criteria are, the higher the values, the better.
Further, suppose that w; shows the relative importance of the criterion C; and a;; is the performance of

alternative A; when evaluated in terms of criterion C;. Then, total (that is when all criteria are considered

simultaneously) the importance of alternative A;, denoted as A}Y“M~5<°"¢ is defined as follows [16]:

AfYSM=Seore = ¥ wyayj, fori = 1,2,3,...,m.

In our case, the weight can be the probability of purchasing one product with another.

Y orderswith i ' productsamongorderswith j™ product
bij = :

Y orders with jt" product

After we have an asymmetric probability matrix we can calculate the prediction values for every
product from the menu and range them in order to build recommendation sequence.

= Ejec(l —-(1- pijl)--- (1- pun))su,

where C is an array of products in a basket and n equals the size of this array. When we sort items of
recommendation values we get top N products for offering to the client. Some examples of baskets testing:

- C e [veggie pizza] = R(greek salad, fruit-drink sallow thorn, fries, ...);
- C e [veggie pizza, dodster] = R(fries, syrnyky, caesar salad, Greek salad, chiken pasta, ...);
- C e [meat pizza, pepperoni pizza] = R(coca-cola, BBQ wings, corn, vanilla muffin,...).

Above examples illustrate that the algorithm builds sequences with a much more expensive product
variety and offer, for example, vegetarian products for pizza products without meat.

Structure of recommender system
The main idea of statistical learning is to calculate cosine similarity matrix and probability before
launch recommender system module:
1. Select co-purchased products.
2. Calculate Cosine Similarity matrix on selected data.
3. Calculate Probability matrix.
4. Upload matrices into database.
5. Launch recommender module based on weighted sum module.
Picture 2 illustrates the scheme of recommendation process:
1. Client choose products from the menu
2. List of products pass to recommender module

3. Weighted Sum Model range other products from the menu based on cosine similarity distance and
probabilities

4. Upsell module show ranged products to clients

This is the common algorithm of work for website and mobile application.
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Cart:
> {Product 1,
Product N} _
Chosen Products (_.T-D_Slng
Similarity
Matrix
- Recommender
Module » )
Weighted Sum [+
Recommended Products Model P
Upsell Module 'l—'_ - Probability
Matrix

Picture 2. Scheme of recommendation module
Results

After launching this recommendation module based on cosine similarity, probabilities, and weighted
sum model, gathered statistics data has shown increased sales of additional products. Pictures below reveal
the sales of additional different goods through mobile application and web site.

Top 10 sold products through a website

Fries

45%

Lava Cake
51%

Caesar Salad
53%

Coca-Cola
254%

Fries with Brinsen Cheese
5,4%

Chicken Pieces
6,6%

Dodster
7,9%

Fries
15,6%

Mini Rolls Cowberry
10,9%

BBQ Wings
13,2%

Picture 3. Statistic of top 10 sold products through the web site

Before the time of launching basket-based recommendations the most of additional sales through the
upsell module consisted of only drinks. Picture 3 shows that consumers would buy different products like
snacks and desserts: fries, BBQ wings, mini rolls cowberry, etc. This is the result of recommendation wide
variety of products.
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Top 10 sold products through a mobile app

Fries

3,9%

Pasta with Chicken and Mushr...
5,6%

Mini Rolls Cinnamon

6,1%

Mini Rolls Cowberry
35,6%

Syrnyky
7.2%

Fries with Brinsen Cheese
7,7%

Fries with Brinsen Cheese
79%

Lava Cake
8,0%

BBQ Wings
18,1%

Picture 4. Statistic of top 10 sold products through the mobile application

Picture 4 shows that as opposed to sales through the web-site purchases via mobile application do not
consist of drinks. The reason for this can be an opportunity to show just one product in a mobile recommen-
dation module, but it is clear that it is possible to offer products based on selected items in a cart.

Upsell Revenue
1400000

1200000
1000000

800000

600000 stepz
400000

200000

30 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52
Picture 5. Upsell revenue by weeks
Picture 5 reveals increasing revenue from selling recommended products since the start of analyzing cli-

ents’ preferences. There are three important steps which show the difference between various algorithms of
offering additional items:
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1. Step 1 is the time when clients orders were clustered and sequences of recommendations were prebuilt
for offering products [10].

2. Step 2 is the time of launching basket-based recommendations. Cosine similarity and probability matri-
ces for the weighted sum model were calculated on data from four months ago.

3. Step 3 is the time of retraining matrices on data from one month ago.

Results shown on Pictures 3-5 show that statistical machine learning algorithm allows the offer to
consumers a great variety of products and this offering is more relevant than expert recommender system.
After launching model based on weighted sum customers started buy more often additional products through
upsell module and more different items.

Summarize results of launching upsell module based on simple statistics algorithms and gathered data
we can observe obvious advantages of applying machine learning approach for analyzing and making deci-
sions. One more important insight is that people are interested in purchasing various products and it is possi-
ble to develop recommendation systems in order to introduce clients to a wide offering of products.

Conclusion

The first pilot project for improving offering additional products for clients has shown that a data-driven
approach and using artificial intelligence are useful tools for developing communication with consumers.
Results of improving upsell module reveal the advantages of applying simple statistical learning. The right
way of developing using gathered data of any industry can give undeniable business value and machine
learning algorithms allow companies to become leaders of their markets.
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